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Machnine Learning and




Commitors are often optimal score
functions for rare event algorithms

* A good choice of a selection rule (the score function
IS crucial for the effectiveness of rare event
algorithms.

e The commitor g(x), for two sets and B, is the




Machine learning of commitor functions
and feedback loop control for rare event
algorithms

/ Machine Learning
Direct Data Optimal score
sampling \ function

Rare Event Algorithm




1) Machine learning ano
dynamical model reduction
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Markov model reduction

* X, IS the state variable of the initial Markov

orocess, MD=P~ its temporal evo
sy — E) s tlie rediiged valiable.
dynamics (a linear operator).

ution.

2 iis

* D/IG(x,y,) = P(x, = x| y,) @ decoder.
* We want to learn E, P, and possibly D/G



Machine learning for model
reduction
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d) Propagator Vt :

What criteria”? Which loss function?



Generator of a Markov process
and singular value decomposition

e Singular value decomposition of the
transfer operator
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FInite dimensional approximation
of the Markov chain

e ) = Z ou W (Xer) D (X,
=
« We consider approximation of the right
singular-vectors {g! inthe span of y=E®).

1<n<N

* The approximated evolution is computed




Optimal truncation

For any y=E(®. we have:
Forl <n<N:20<g <o
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Optimal truncation and loss
function

We have:
Forl<n<N: (<o <o

Borlsn s g ot e o dt




Conclusion
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