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Square Kilometre Array Challenge
SKA (Square 
Kilometre Array) 
requirements (per 
Science Data 
Processor (SDP) 
site):

§ ~ 260 PFlop/s
§ ~ 157 TB/s
§ ~ 5 MW

https://netherlands.skatelescope.org/2016/11/03/ogen-gericht-op-de-toekomst-tijdens-staatsbezoek-australie/
B. Veenboer et al., “Image-Domain Gridding on Graphics Processors” IPDPS 2017

https://netherlands.skatelescope.org/2016/11/03/ogen-gericht-op-de-toekomst-tijdens-staatsbezoek-australie/
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HPC and FPGAs

“When a large-scale HPC 
system wastes only 1% to 
10% of its computing cycles, 
it wastes energy that could 
support a small city.” 

https://www.top500.org/
A. Eleliemy et al., “RCA: A Resourceful Coordination Approach for Multilevel Scheduling”, 2021

Why FPGAs?:
§ Floating-point support.
§ Custom HW for domain-

specific applications.
§ High-level synthesis tools 

(reduced programming effort).

https://www.top500.org/
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Outline
§ Problem statement and contributions

§Background

§Methodology

§Application analysis

§Accelerator architecture

§Architecture evaluation and discussion

§Related work

§Conclusions and future work
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Problem Statement
§High-Performance requirements (SDP à almost ExaFlop/s).
§ Image-Domain Gridding (IDG) is highly efficient in single-precision on 

GPUs.
§ FPGA technology and toolchain improvement.
§Reduced precision for noise-tolerant applications.

Challenges:
§ Is reduced precision applicable to the radio-astronomical imaging domain?
§Can we profit from low precision using FPGAs for radio-astronomical 

imaging?
R. V. van Nieuwpoort et al., “Correlating radio astronomy signals with many-core hardware”, IJPP 2010
R. Jongerius et al., “An end-to-end computing model for the square kilometre array”, Computer 2014
B. Veenboer et al., “Radio-astronomical imaging on graphics processor”, ASCOM 2020
Intel, “Enabling High-Performance Floating-Point Designs,” https://www:intel:com/content/dam/www/programmable/us/en/pdfs/literature/wp/wp-
01267-fpgas-enable-high-performance- floating-point:pdf
S. Cherubin et al., “Tools for Reduced Precision Computation: A Survey”, ACM Comput. Surv. 2020 
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Contributions
§An in-depth analysis to determine the precision requirements for Image-

Domain Gridding, included in the state-of-the-art imager WSClean.

§ The first custom floating-point Gridding accelerator on reconfigurable 
hardware.

§An in-depth performance evaluation of out accelerator prototypes and state-
of-the-art architectures with similar features (peak performance, thermal 
design power (TDP) and lithography technology).
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Interferometry

U. Rau et al., “Advances in Calibration and Imaging Techniques in Radio Interferometry”, Proceedings of the IEEE 2009 
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Radio-astronomical imaging

S. Van der Tol et al., “Image Domain Gridding: a fast method for convolutional resampling of visibilities”, A&A 2018
A. R. Offringa et al., “An optimized algorithm for multiscale wideband deconvolution of radio astronomical images”, MNRAS 2017 
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Gridding algorithm

S Van der Tol et al., “Image Domain Gridding: a fast method for convolutional resampling of visibilities”, A&A 2018
B. Veenboer et al., “Radio-astronomical imaging on graphics processor”, ASCOM 2020
B. Veenboer et al., “Radio-Astronomical Imaging: FPGAs vs GPUs”, EuroPar19
A. R. Offringa et al., “Precision requirements for interferometric gridding in the analysis of a 21 cm power spectrum”, A&A 2019 
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Reduced-precision
Software and hardware 
technique consisting in 
employing smaller data 
types to improve 
performance.

State-of-the-art:
§ Automated/assisted 

precision tuning 
tools.

§ Reduced-precision 
emulation libraries.

§ Reduced-precision 
HLS libraries.

S. Cherubin et al., “Tools for Reduced Precision Computation: A Survey”, ACM Comput. Surv. 2020 
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Methodology

14SOTA: state of the art 
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Application profiling & precision auto-tuning

15

Structural Similarity Index Measure 
(SSIM) to assess image quality 

Datasets (LOFARSCHOOL) 
parameters

SW versions
Imager parameters



16

Methodology

16SOTA: state of the art 
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Accelerator design
Xilinx Vitis 2020.2:

§Host code with OpenCL API.
§Accelerator (Kernel) code with 

HLS pragmas.

THLS (templatised soft floating-
point for high-level synthesis) to 
map custom floating-point on 
FPGA.

D. B. Thomas, “Templatised soft floating-point for high-level synthesis”, FCCM 2019 



18

Methodology

18SOTA: state of the art 
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Evaluation
Performance evaluation:
• Libpowersensor: 

GPUs and FPGAs 
power

• Perf: CPU power, 
FLOP and DRAM 
traffic

• NVIDIA nvprof: 
NVIDIA GPU FLOP 
and DRAM traffic

• AMD CodeXL: AMD 
GPU FLOP and 
DRAM traffic

E. Calore et al., “Performance assessment of FPGAs as HPC accelerators using the FPGA Empirical Roofline, FPL 2021
”

Similar peak performance Similar lithography 
technology

Out-of-the-box TDP is 
lower than advertised

GPUs should be more 
energy-efficient

NVIDIA  GTX 1050/1050ti has 
defective power measurement 
counters
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Bottleneck analysis

20

Inversion is the main 
bottleneck and 
Gridding is the largest 
kernel
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Precision auto-tuning evaluation

21

Artefacts
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Precision auto-tuning evaluation

22O. S. Faragallah, “A comprehensive survey analysis for present solutions of medical image fusion and future directions”, IEEE Access 2021 
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Accelerator architecture

23

§ Data access
§ Initiation interval
§ Parallelism
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Accelerator architecture

24

§ Data access
§ Initiation interval
§ Parallelism
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Subgrid computation: unrolling factors

25

• Similar performance with different unrolling factor combinations

• Unroll over channels à more BRAMs

• Unroll over pixels à more DSPs (more cosine/sine computations
• 4_4 is a good trade-off for a balanced use of BRAMs and DSPs
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Accelerator architecture

26

§ Post-processing
§ Cosine/sine
§ Reduced precision
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Device specific considerations
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Mapping
§ Static region
§ Super Logic Regions 

(SLRs) and intra-gap
§ Xilinx Vitis/Vivado 

strategy and pblock 
placement

§ HBM channels
§ Frequency
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Performance evaluation

28

§ NVIDIA has special units (SFU) for sine/cosine.
§ AMD sine/cosine ¼ time compared to e.g. multiplication.
§ Throughput vs HW utilization.
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Area, throughput and energy efficiency

29

§Power limit FP32 & timing closure issues.
§Lookup-table (+50% computation) & reduced precision (+100% computation).
§Xilinx Alveo U50 outperforms Intel i9 9900k (up to 2.12x in throughput and 3.46x in energy efficiciency) ad has a 
comparable throughput wrt. To AMD RX 550 (~11% slower).
§GPUs are more efficient (GTX 750 highest energy efficiency à scaling technology with DeepscaleTool).

S. Sarangi, “DeepScaleTool: A Tool for the Accurate Estimation of Technology Scaling in the Deep-Submicron Era”, ISCAS 2021 
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Related work

30

What is new?
§Reduced-precision evaluation for radio-astronomical imaging.
§Porting of the Image-Domain Gridding Algorithm on a Xilinx FPGA.
§Reduced-precision Image-Domain Gridding algorithm.
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Conclusions
Summary:

§ An in-depth analysis to determine the precision requirements for Image-Domain Gridding 
(IDG), included in the state-of-the-art imager WSClean.

§ The first custom floating-point Gridding accelerator on reconfigurable hardware.
§ An in-depth performance evaluation of our accelerator prototypes and state-of-the-art 

architectures with similar features: peak performance, thermal design power (TDP), and 
lithography technology.

Lessons learned:
§ Reduced precision suitability for radio-astronomical imaging.
§ Benefits of reduced precision in the radio-astronomical imaging application domain.
§ FPGAs vs CPUs vs GPUs.
§ Xilinx Alveo U50.
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Current and Future work
§ CLEAN study and acceleration on FPGA/GPU.

§ AI HW, e.g. NVIDIA tensor cores for imaging pipeline.

§ HW/SW co-design for SKA:
• HPC benchmarking: SKA-SDP Benchmark Suite: https://gitlab.com/ska-telescope/sdp/ska-sdp-

benchmark-tests
• Porting Image-Domain Gridding with HIP: https://gitlab.com/ska-telescope/sdp/ska-sdp-idg-bench
• Evaluation and SW optimization of upcoming HW (Intel Ponte Vecchio, NVIDIA Grace – Hopper, ARM 

CPUs, AMD CDNA2/3, FPGAs...)

J. W. Romein, “The Tensor-Core Correlator”, A&A 2021 

https://gitlab.com/ska-telescope/sdp/ska-sdp-benchmark-tests
https://gitlab.com/ska-telescope/sdp/ska-sdp-idg-bench
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